stacking with xgb, adaboost, and logistic regression

2 folds, one-way cross validation, trained on whole training data-set

Score: 0.88980

Same as above but used one-hot-encoding for adaboost model

Score: 0.89037

Same as above, but did two way validation

Score: 0.88918

Added more classifiers, all with one-hot encoding, to the set.

Score: 0.868

2-way concatenation validation

Score: 0.729

Zhongqi’s code but with train-test split of 60/40

Score: 0.89132

Stacking with different random seeds

Score: 0.88773